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Importance of sample size in clinical trials

Phase 2 will be conducted among human volunteers to 
look for the potential benefit and safety of a new drug. 
Phase 3 trials include full‑scale evaluation including 
randomization of the subjects to look for the effect in 
terms of benefits and harms of the drug, while phase 4 
involves the post marketing surveillance to look for the 
applicability of the benefits and harms in larger scale. 
The clinical trials are classified based on the objective, 
methodology adopted and hypothesis formulated as 
therapeutic vs prophylactic, controlled vs uncontrolled, 
randomized vs non‑randomized, efficacy vs effectiveness, 
non‑inferiority and equivalence trials.

IMPORTANCE OF ADEQUATE SAMPLE 
SIZE IN CLINICAL TRIALS

There are two types of errors namely type‑1 error (α error) 
and type‑2 error  (β error) that have to be taken into 
consideration in sample size estimation. Type  1 error 
involves rejection of null hypothesis (Ho) when it is actually 
true or finding an effect when actually there is no effect. 
Type 2 error involves acceptance of Ho when it is actually 
false or not finding an effect when actually there is an 
effect. Both these types of errors should be incorporated 
in addition to expected difference in study outcome 
and variability while calculating sample size, as the 
investigators are not sure about the validity of the decision 
taken from the sample. Normally, α error i.e. concluding 
that difference exists when in reality there is no difference 
is taken at 0.05%, 0.01%, or 0.001% level and power of the 
study (1‑β) i.e. ability of the study to conclude difference 
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Abstract
Adequate sample size is an important issue in clinical trials. This article aimed to assess the effect of various factors on sample 
size and the importance of adequate sample size in clinical trials. Recent data pertinent to study objective was searched and 
collected from Pub‑med and other sources were analysed. It was found that factors determining adequate sample size have 
paramount importance in assessing the accurate results, while less or more than the required sample size has many disadvantages. 
A researcher needs to focus on these issues while determining sample size in a clinical trial. Emphasizing and appropriate 
handling of all the concerned parameters related to sample size before initiating a clinical trial will improve the validity of the study.
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INTRODUCTION

Adequate sample size is an important consideration for 
researchers at all levels. However, in clinical trials, its 
application needs special considerations. Clinical trials 
often fail to address many parameters related to sample 
size. Any research study should be able to detect the 
difference in outcome measure between two or more 
groups as much as near to reality. As adequate sample 
size is one of the factors determining the outcome of 
the study, there is a need to understand the effect of 
various parameters on sample size and its outcome in 
clinical trials. A recent article highlighted the importance 
of sufficient sample size in clinical trial related to oral 
health.[1] Since sample size calculation depends on various 
factors, critical analysis and application of each factor will 
increase the validity of the findings.

There are four phases of a clinical trial. The first phase 
is initial trial in human beings to assess the toxicity 
concerned with safety of a new drug. The primary 
purpose is to look for the tolerable dose without causing 
serious side effects in a small number of individuals. 
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when in reality there is a difference set at 80‑95% level. 
These parameters should be incorporated while calculating 
sample size. Greater sample size is required if researcher 
wants to assess the lesser difference, adopts smaller α, 
smaller β or more power and expects poorer adherence 
to intervention. Lower adherence can reduce the power 
of the study and misinterpret the result. A  correction 
factor for non‑adherence is to multiply the needed sample 
size by 1/(1‑R0‑R1)

2 where R0 is the dropout rate and R1 
is the drop in rate.[2] So, it is estimated that combined 
non‑adherence rate of 10% will increase the sample size to 
nearly a quarter.[2] Estimated time for the trial also affects 
the sample size. For example, if cholesterol‑lowering drugs 
act at least partly by affecting arterial plaque, then the time 
for that process to occur implies a larger sample size.[2] 
Similarly studies with equivalency and non‑inferiority may 
require larger sample size. Studies where two treatments 
show differences less than a particular level, they are 
considered as equal or the differences are considered as 
unimportant. Another issue is even with adequate sample 
size, the subjects may not be available for study because 
of various reasons including exclusions made before and 
after randomization, and loss to follow‑up issues which 
will lead to controversial results.[3] After enrolment, if the 
subject is not found to be eligible for the trial, the decision 
to exclude from the study should be taken early, or else it 
will be considered as manipulation of data.

The clinical efficacy of a new treatment may often 
be better evaluated by two or more co‑primary 
endpoints. Several methods have been proposed for 
calculating the sample size required to design a trial 
with multiple co‑primary correlated endpoints.[4] In 
these circumstances, in the design stage appropriate 
sample size has to be determined for indicating statistical 
significance for all co‑primary endpoints with preserving 
the intended power set, since the type II error increases 
as the number of co‑primary endpoints increases.[5] 
Evaluating the association between each rare variant and 
treatment response one‑at‑a‑time will require enormous 
sample sizes. Combining the rare variants together can 
substantially reduce the required sample sizes, but it 
requires assumption about the similarity in the effects.[6] 
In Phase II trials where two stage designs are commonly 
used, lowest expected sample size will be required for a 
specific treatment effect. But it can perform poorly if the 
true treatment effect differs.[7]

Trial designs with a shorter duration of follow‑up have 
increased within‑individual variance and require larger 
sample sizes to detect the same treatment effect. Reduction 
in the number of examinations within a trial with a given 
duration, also requires increased sample size to maintain 
the same power. Longer trial duration and or more frequent 
examinations within a trial which has repeated measures 
of an outcome variable, substantially increases study 

power and reduce the required sample size. If the costs of 
recruiting, retaining and examining individual participants 
are known, the sample size, study length and number of 
examinations can be balanced to optimize the trial design 
relative to costs or other study objectives.[8]

Sample size in subgroup analyses is another issue that 
needs attention. It also can produce spurious results. 
A recent article stated that the increase in sample size may 
be substantial to identify the differential subgroup effects 
and the commonly used rule of four may not always be 
sufficient. According to the rule of four, (a) Subgroups 
should be restricted to those proposed before data 
collection and any subgroups chosen after this time should 
be clearly identified, (b) Trials should ideally be powered 
with subgroup analyses in mind and subgroup‑specific 
analyses are particularly unreliable and are affected by 
many factors, (c) Subgroup analyses should always be 
based on formal tests of interaction although even these 
should be interpreted with caution, (d) The results from 
any subgroup analyses should not be over‑interpreted. 
Unless there is strong supporting evidence, they are best 
viewed as a hypothesis‑generation exercise. It is also 
stated that the implications of considering confidence 
intervals rather than P values as in observational and 
meta‑analyses could be considered while interpreting 
such results.[2,9]

Smaller sample size issues
The disadvantages of smaller or larger than the required 
sample size are many. Small sample size in clinical trials 
may not be able to detect the true differences in the 
outcome or otherwise may not have its required power 
that can lead to invalid results and wrong conclusions. In 
case of small sample size, confidence interval of sampling 
error becomes wider with the relative risk or odds ratio 
falling on either side of one, concluding that there is no 
difference in the intervention. As a result, its applicability 
and utility in the clinical setting will not be utilized in cases 
where a cheaper intervention methods results in 1% or 
2% reduction in deaths or morbidity. Its applicability in 
preventive strategies will also be enormous. For example, 
in a study to assess the effect of reduction in salt intake on 
blood pressure in high risk groups, even significant milder 
reduction in blood pressure will result in improvement 
of morbidity and mortality status in this community. It 
has been shown that because of smaller sample size, 
many experimental clinical trials have failed to show a 
statistically significant degree of benefit from the therapy 
being evaluated.[10] So, investigators should be cautious 
before discarding premature decisions based on such 
data and analysis.

Larger sample size issues
On other side, more than required sample size will result 
in waste of resources. This will also lead to decrease in 
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CONCLUSION

Adequate sample size determination and its application 
in clinical trials is of paramount importance for the 
research community. It requires understanding of 
various factors influencing sample size and study 
outcome and adoption of appropriate and standardized 
methods. Emphasizing all these parameters before 
initiating a clinical trial will increase the validity of the 
study.
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validity or accuracy because of difficulty in maintaining 
data quality and high non‑response rate.[11] Ethical issue 
is also one of the determining factors in sample size 
estimation in clinical trials as more sample size will 
result in more harm or inferior quality of treatment to 
one or more groups. To tackle this problem, sequential 
analysis method can be adopted, where the subjects 
are brought in to an experiment over a relatively long 
period of time rather than at once. As soon as the 
conclusion is reached with adequate power during the 
course of the study, the experiment can be stopped. 
But, more extreme P values are required for stopping 
intervention early.[10]

Early cessation of trials
Clinical trials can be stopped early in various 
circumstances that include overwhelming benefit, clear 
harm or futility as well as complicated issues. Randomized 
control trials  (RCTs) stopped early for benefit often 
show implausibly large treatment effects, which was 
independent of the presence of statistical stopping rules 
particularly when the number of events is small.[12,13] The 
practice of stopping RCTs early is problematic, especially 
if the trial is stopped for apparent benefits, which include 
inappropriate interpretation of results and ethical 
problems concerning trial participants, clinicians, and 
society as a whole.[14] In case of harmful effect, it would 
be inappropriate to continue a trial until the intervention 
is proven harmful by using the usual P value of 0.05.[2]

APPLICATION OF SAMPLE SIZE IN 
CLINICAL RESEARCH

Application of adequate sample size in clinical research 
results in improving the validity of the results. One must 
take into consideration the different analytical aspects while 
calculating the sample size. A sample size calculation for 
logistic regression involves complicated formulae. The 
formulae for the simple methods are well known and do 
not require specialized software. The sample size formulae 
for comparing means or for comparing proportions in order 
to calculate the required sample size for a simple logistic 
regression model, multiple logistic regression model and 
multiple regression model differ depending on the character 
of the covariates used in the study.[15] One can then adjust 
the required sample size for a multiple logistic regression 
model by a variance inflation factor. One can similarly 
calculate the sample size for linear regression models.[15] 
The various approaches to be adopted according to the 
analytical design requires in depth understanding of the 
concept and objective of study and the factors influencing 
it. Therefore, various factors determining the sample size 
should be considered by a researcher before initiating a 
clinical trial in order to improve the validity and applicability 
of the results from the study.
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